
In this work, we aim to define the temporal intents of implicit temporal queries in 
order to further improve the Web search process. 
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For that purpose, we propose a language-independent strategy to associate top 
relevant years to any text query by analyzing its corresponding Web snippets. 

1. Select the most relevant dates for a given query 

Selecting the relevant temporal expressions, however, may prove to be a 
particularly difficult task, since only a few of them are actually relevant to the 
query. Hence our goal is twofold: 

2. Discard all irrelevant or incorrect ones; 

ABSTRACT ABSTRACT 

CONTRIBUTIONS CONTRIBUTIONS 

The advantage of our approach is that instead of considering all the temporal 
expressions as equally relevant, as currently common in most of the T-IR tasks, 
we determine which ones are more relevant to the user query. 

Our Approach Our Approach 

It can be concluded, however, that the relevance between a  pair is better 
defined if, instead of just focusing on the self-similarity (between the query and 
the date), we calculate all the similarities existing between the date and each of 
the most important topics that appear together with the candidate date. 

S is any similarity measure, such as PMI, DICE, Jaccard, etc. 

For this purpose, we build a global conceptual temporal correlation matrix Mct, 
which will serve to store the similarity value obtained between the most 
important words and the candidate dates; 

ARCHITECTURE 

1. Classical threshold-based strategy; 

Since no benchmark for (q,di) pairs exists, we built two new data sets: 

RESULTS AND DISCUSSION RESULTS AND DISCUSSION 

Table 1. Best Point biserial Correlation Coefficient for GenTempEval WC_DS 

InfoSimba: 

We built a confidence interval for the difference of means for paired samples 
between the number of misclassified dates given by the rule-based method and 
by the BGTE: Rule-Based Method ς BGTE [1.42; 2.30]  
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CONCLUSIONS CONCLUSIONS 

Å In this paper, we proposed a new temporal similarity measure, the GTE, to 
compute the temporal intents of query dates (q,di) pairs; 
 
Å We showed that the combination of the second order similarity measure IS 
combined with the DICE coefficient shows improved results over all other 
combinations based on the threshold classification strategy;  
 
Å Comparative experiments have also been performed on two different data sets 
(WC_DS and QLog_DS). Results showed that the Web snippets approach is more 
effective than the query log based one; 
 
Å The results indicate that the introduction of an additional layer of knowledge, 
may affect the efficiency of a broad set of T-IR systems.  
 
ÅAs the methodology is language-independent and does not depend on lists of 
stop-words, it can be applied to real-world search scenarios. 
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Given that most of the temporal queries issued by users are implicit by nature [1], 
detecting its underlying temporal intent turns out to be a very interesting problem 
and a real need to improve the performance of search systems. 

In this context, most state-of-the-art methodologies consider any occurrence of 
temporal expressions in Web snippets and other Web data, as equally relevant to 
an implicit temporal query. This is obviously not true for most part of the query 
results.  

The ability to identify relevant dates automatically is potentially useful for several 
tasks : 

Å user query understanding; 

Å temporal snippets generation;  

Å query expansion;  

Å temporal ranking of documents;  

Å temporal clustering [2]. 

Å 1564 

Å 2010 

Å 1991 

Å 2003 
Å 2010 

The contributions of this work can be summarized as follows: 

1. We propose a novel approach to properly tag text queries 
with relevant temporal expressions by relying on a content-
based approach and a language-independent methodology; 

2. We publicly provide a set of queries and ground-truth results to the 
research community, hence our evaluation results can be compared to 
future approaches; 

Web Search 

Web Snippet 

Processing 

Date-Query 

Relevancy 

Relevant Date 

Classification 

Temporal 

Clustering of Web 

Snippets 

GTE(q,di) = sim(q, di) 

ALGORITHM 

DATE-QUERY RELEVANCY 

GTE(q,di) = F(sim(W*, di)) 

F is an aggregator function of the several sim(W*, di): 

Å Max/Min; 

Å Arithmetic Mean; 

Å Median.  

sim can be any similarity measure 

Å PMI; 

Å DICE; 

Å Jaccard; 

Å EI; 

Å Normalized Google Distance; 

Å Web Jaccard; 

Å Web Overlap; 

Å Web DICE; 

Å Web PMI. 

Å Cosine; 

Å Latent Semantic Analysis; 

Å Semantic Vector Space Model; 

Å InfoSimba [6].  

Vx and Vy can be seen as the context vector representation of each of the two 
items of a (W*, di) pair 

For this purpose 5 possible representations have been defined: 

Word Date W* Word é 

Å (W;W); 

Å (D;D); 

Å (W;D); 

Å (D;W); 

Å (WD;WD).  

Date Date di Word é 

Vx 

Vy 

a b c 2011 2012 

a 

b 

c 

2011 

2012 

Mct =  Mct =  

BestGTE(q,di) = Median(InfoSimbaDice(W*, di)) 

RELEVANT DATE CLASSIFICATION: 

2. SVM learning model based on multiple combinations of first order and second 
order similarity measures [7]; 

EXPERIMENTAL SETUP EXPERIMENTAL SETUP 

   relevant, if (GTE(q,di) ²l) 

irrelevant, if (GTE(q,di) <l) { 

Å WC_DS [8]: Web Snippets; 

Å QLog_DS [8]: Query Logs; 
Consisting of 42 text queries each. 

WC_DS 

We queried Bing search engine for each of the 42 queries, 
collecting the top best 50 relevant Web results, resulting in 
235 distinct (q,di) pairs 

QLog_DS 

We constructed this 
dataset based on Yahoo 
and Google auto-
completion engines 

Ground Truth for both WC_DS and QLog_DS 

The ground truth was obtained by manually labeling each 
distinct (q,di) pair. Each pair was assigned a relevance label by a 
human judge on a 2-level scale: 

Å Score 0 (irrelevant/not a date) 

Å Score 1 (relevant); 

Aggregation Measure N5 N10 N20 N+Ð 

Max/Min IS_(WD;WD)_SCP_MM 0.668 0.708 0.712 0.713 

Mean IS_(WD;WD)_DICE_AM 0.550 0.724 0.795 0.799 

Median IS_(WD;WD)_DICE_M 0.540 0.693 0.795 0.800 

Table 2. Best Point biserial Correlation Coefficient for the 5 contextual vectors 

Aggregation (W;W) (D;D) (W;D) (D;W) (WD;WD) 

Max/Min 0.706 0.545 0.333 0.449 0.713 

Mean 0.768 0.358 0.387 0.149 0.799 

Median 0.771 0.334 0.366 0.175 0.800 

 Pair Class BGTE NGD WebJaccard WebDICE WebPMI PMI DICE Jaccard EI 

True grit ï 1969 

True grit ï 2010 

Avatar movie ï 2009 

Avatar movie ï 2011 

California king bed ï 2010 

Slumdog millionaire ï 2009 

Tour Eiffel ï 1512 

Lady gaga ï 1416 

Haiti earthquake ï 2010 

Sherlock Holmes ï 1887 

Dacia duster ï 1466 

Waka waka ï 1328 

Waka waka ï 2010 

Bp oil spill ï 2006 

Bp oil spill ï 2010 

Volcano Iceland ï 2010 

1 

1 

1 

0 

1 

0 

0 

0 

1 

1 

0 

0 

1 

0 

1 

1 

0.896 

0.812 

0.670 

0.346 

0.893 

0.000 

0.286 

0.336 

0.605 

0.839 

0.096 

0.246 

0.944 

0.277 

0.838 

0.749 

0.360 

0.327 

0.325 

0.330 

0.334 

0.311 

0.331 

0.337 

0.328 

0.342 

0.323 

0.321 

0.328 

0.300 

0.328 

0.000 

0.290 

0.336 

0.516 

0.454 

0.398 

0.350 

0.288 

0.289 

0.339 

0.292 

0.288 

0.288 

0.332 

0.350 

0.323 

0.288 

0.012 

0.201 

0.621 

0.515 

0.388 

0.251 

0.001 

0.003 

0.210 

0.020 

0.000 

0.000 

0.188 

0.248 

0.154 

0.000 

0.325 

0.414 

0.455 

0.432 

0.417 

0.461 

0.267 

0.275 

0.426 

0.330 

0.206 

0.102 

0.420 

0.454 

0.426 

0.290 

0.378 

0.378 

0.261 

0.261 

0.518 

0.388 

0.432 

0.368 

0.449 

0.388 

0.378 

0.492 

0.492 

0.545 

0.254 

0.368 

0.255 

0.750 

0.412 

0.102 

0.329 

0.069 

0.075 

0.066 

1.000 

0.135 

0.067 

0.084 

0.742 

0.094 

0.384 

0.000 

0.194 

0.679 

0.330 

0.074 

0.257 

0.049 

0.054 

0.047 

1.000 

0.099 

0.048 

0.061 

0.670 

0.068 

0.304 

0.000 

0.217 

0.759 

0.214 

0.043 

0.287 

0.055 

0.060 

0.053 

1.000 

0.111 

0.054 

0.068 

0.749 

0.076 

0.211 

0.000 

Point Biserial Correlation - 0.800 -0.065 -0.110 -0.002 -0.081 -0.031 0.385 0.366 0.358 

Thresold Classification: 
Table 4. Evaluation results on WC_DS for  sim(q,di)  Table 5. Evaluation results on WC_DS for Median(sim(W*, di ) 
Measure l Recall Prec. BAcc. F1 AUC Measure l Recall Prec. BAcc. F1 AUC 

IS_(WD;WD)_ EI 

IS_(WD;WD)_DICE 

IS_(WD;WD)_PMI 

0.15 

0.15 

0.24 

0.638 

0.754 

0.738 

0.953 

0.924 

0.709 

0.786 

0.823 

0.598 

0.763 

0.830 

0.720 

0.795 

0.803 

0.597 

IS_(WD;WD)_ EI_M 

IS_(WD;WD)_DICE_M 

IS_(WD;WD)_PMI_M 

0.25 

0.35 

0.16 

0.932 

0.942 

0.980 

0.896 

0.945 

0.727 

0.846 

0.926 

0.682 

0.898 

0.943 

0.833 

0.891 

0.953 

0.714 

EI 

PMI 

DICE 

Jaccard 

0.05 

0.05 

0.05 

0.05 

0.473 

0.376 

0.598 

0.526 

0.986 

0.648 

0.817 

0.885 

0.730 

0.521 

0.712 

0.703 

0.639 

0.473 

0.687 

0.659 

0.537 

0.561 

0.728 

0.696 

EI_M 

PMI_M 

DICE_M 

Jaccard_M 

0.05 

0.10 

0.15 

0.10 

0.890 

1 

0.958 

0.881 

0.652 

0.684 

0.723 

0.792 

0.614 

0.579 

0.669 

0.729 

0.748 

0.812 

0.823 

0.833 

0.578 

0.575 

0.656 

0.769 

WebPMI 

WebDICE 

WebJaccard 

WebOverlap 

NGD 

0.91 

0.11 

0.05 

0.15 

0.75 

0.768 

0.497 

0.489 

0.704 

0.852 

0.725 

0.593 

0.583 

0.616 

0.580 

0.576 

0.464 

0.322 

0.489 

0.502 

0.744 

0.538 

0.530 

0.650 

0.690 

0.600 

0.565 

0.616 

0.605 

0.529 

WebPMI_M 

WebDICE_M 

WebJaccard_M 

WebOverlap_M 

NGD 

0.42 

0.79 

0.04 

0.90 

0.75 

0.949 

0.377 

0.701 

0.630 

1 

0.612 

0.630 

0.586 

0.640 

0.693 

0.517 

0.519 

0.468 

0.483 

0.547 

0.743 

0.462 

0.617 

0.619 

0.817 

0.526 

0.536 

0.648 

0.551 

0.547 

Best Generic Temporal Evaluation: 

Table 3. List of (q,di) examples with the BGTE compared to baseline methods 

Fig 1. Performance Results vs l 
  

Fig 2. Performance Results for BGTE vs Baseline Methods 
  

Attribute Set BA 
Average 

F1 

Average 

AUC 

Correct Date Incorrect or Irrelevant Date 

P R F1 P R F1 

All Measures 0.903 0.902 0.894 0.920 0.926 0.923 0.872 0.862 0.867 

All Measures after Feature Selection 0.886 0.885 0.876 0.907 0.913 0.910 0.849 0.839 0.844 

SVM Classification: 

Table 6. Best Overall Classification for each group of measures 

QLog_DS 

Google_QLogs Yahoo_QLogs BGTE Baseline 

Precision  0.653 0.647 0.748 0.634 

Recall 1 1 1 1 

F1-Measure 0.790 0.786 0.856 0.776 

Table 7. Comparison of BGTE against Logs and Rule-based Model 

We built a confidence interval for the difference of means for paired samples 
between the number of misclassified dates given by each of the two query-log 
approaches and by the BGTE: 

         GoogleQLogs ς BGTE    [1.32; 3.20]  
           YahooQLogs ς BGTE    [1.44; 3.47]  

Not surprisingly, results show that query logs are able to return a great number 
of potential query related year dates, when compared to Web snippets. 

But, interestingly, we found that a large number of these temporally explicit 
queries consist of misleading temporal relations. 


